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Abstract. Percentage hierarchies describe the structure inherent in a set S of qualitative values such as {Europe Italy France Spain Milan Venice Rome Paris Lyon Madrid Granada Barcelona}. A hierarchy for S is a tree whose root is S, and all sons form a partition of their father. In a percentage hierarchy, the relative sizes of the number of elements of each son with respect to their father is known. 

For these hierarchies, the confusion resulting when using a value ins​tead of another is defined. This definition agrees with the intuitive use and estima​tion of error when a wrong but approximate answer to a given question is pro​du​ced.

For database retrieval, predicates may be imperfectly fulfilled (due to confusion). We give defi​ni​tions and examples of P holds for object o with confusion (, written P( holds for o, for controlled retrieval. Hierarchies are a simpler version of ontologies, albeit very useful.
Introduction
Context is always present in a datum; a datum is a relational entity. Even when we see “physician”, we have intuition of how far this concept is from “nurse” and how wrong we are if we confuse it with “patient”, or with “dog” or “poly​no​mial.”
The paper defines hierarchy and percentage hierarchy. Then, the paper for​malizes the notion of confusion between elements of a hierarchy. Further​more, this no​tion is extended to percentage hierarchies. Finally, a method is exposed for de​fining and answering approximate queries on these hierarchies.
Paper [8] in this book gives some definitions, which we repro​duce here.

Ordered set. An element set whose values are ordered by a < (less than) relation. (
Example: {icy, cold, tepid, worm, hot, burning}. 

Partition. K is a partition of set S if it is both a covering for S and an exclusive set. ( The members of K are mutually exclusive and collectively exhaust S. Each element of S is in exactly one Kj.

Qualitative variable. A single-valued variable that takes symbolic values. ( As opposed to numeric, vector or quantitative variables. Its value cannot be a set, although such sym​bo​lic value may represent a set. Example: the qualitative variables lives-in, size, practices-sport, (written in italics); the symbolic values Greenland, large, basketball (written in normal font).

For a node n in a tree, relations father_of(n), son_of(n), brother_of, as​cen​dant_of... are de​fined, as expected. (
A hierarchy H is a tree whose root is a set S, and, if a node has sons, then these sons form a partition of their father. ( This paper deals with hierarchies whose set S is formed by sym​bolic va​lues. Often, we give names (symbolic values, strings) to the different subsets of S. Example: the hierarchy H1 of  geographic places:
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Figure 1. A hierarchy H1 of geographic places. Eu​ro​pean coun​tries “Other”, USA states “Other2” and islands “Other3” are added in order to form a parti​tion of the respective parent.
A hierarchical variable is a qualitative variable whose values belong to a hie​rarchy. (  The data type of a hierarchical variable is hierarchy. 

Confusion in using r instead of s, for a hierarchy H. [10]. Who wrote War and Peace? Liev Tolstoi is the right answer; Anton Chejov a close miss, Serguei Prokofiev a fair error, and Mexico City or Africa a gross error. What is closer to a violin, a harp, a flute or a camel? Can we measure these errors or confusions? Yes, with hierarchies of symbolic values. Thus, we define confusion.
If r, s ( H, then the confusion in using r instead of s, written conf(r, s), is:

· conf (r, r) = conf (r, s) = 0, when s is any ascendant of r.

· conf (r, s) = 1 + conf (r, father_of(s)). ( 

To measure conf, move from r to s in the hierarchy, and count the descending links from r to s, the replaced value. conf is not a distance, nor ultradistance.

Example: For the hierarchy of figure 1, also shown in figure 2, we find:

conf (UK, UK) = 0; conf (UK, Europe) = 0 (if we are asked for an European car and we are given a UK car, the confusion is 0, since UK cars are European cars); conf (UK, World) = 0; conf (UK, Oceania) = 1; conf (UK, New-Zealand) = 2.

conf (USA, Alaska) = 0.
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Figure 2. The same hierarchy H1 of geographic places shown in figure 1.

1.1 Previous related work
Hierarchies are simpler version of ontologies [3, 9]. Thesis [11] and paper [7] in this book explain how to find the most similar concepts in two different onto​logies. A link to linguistic analysis can be seen in Clasitex [4], a program that tells us the the​mes of an article written in Spanish or English. It uses the concept tree, and a word (not in the tree) suggests the topic of one or more concepts in the tree. Biblio​Digital [14], a distributed digital library under construction, uses hierar​chies to clas​sify electronic documents in a distributed collection of physical repo​sitories. It in​dexes both “internal” documents and “external” documents: those re​si​ding else​where in the Web. If a document is about (Cf. Clasitex above) human rights, pri​vacy and corruption, its URL will be stored in these three nodes in the con​cept tree.

Other authors [9] seek to have a common hierarchy or ontology (an “stan​dard” one); we prefer to work on arbitrary hierarchies. Why? Because the problem-oriented interaction can be easier to maintain if the hierarchical structure is not a priori rigid as in the case of common hierarchies or ontologies.
For hierarchies, [6] explains how to measure confusion for sets that have an or​de​ring relation. We reproduce here the definition of confusion for these sets.
For H an ordered hierarchy (a hierarchy composed of sets some of which have an ordering relation), the confusion in using r instead of s, conf (r, s), is defined as follows:

· conf (r, r) = conf (r, s) = 0, when s is any ascendant of r.

· If r and s are distinct brothers, 

conf (r, s) = 1 if the father is not an ordered set; else,

conf (r, s) = the relative distance from r to s = the number of steps needed to jump from r to s in the ordering, divided by the cardinality-1 of the father. 

· conf (r, s) = 1 + conf (r, father_of(s)). (
The representation space of these qualitative values is addressed by [1, 13], whe​​re the representation space is regarded as a metric space with some “exotic” dis​tance (e.g., ultrametric distance to measure the “distances” between members of a hierarchy). However, this requires a proof that such a distance meets the needs of the classification problem under consideration. It is often more convenient to avoid the requirement of measure to be a “distance” (even an “exotic” distance), defining so-called similarity or dissimilarity (confusion) functions on data elements of arbitrary nature, and this is the line followed in this paper.

Percentage hierarchies
In addition to “normal” hierarchies [6, 10] and ordered hierarchies [8, this book], there are hierarchies where their structure is dominated by the relative frequency of the elements of the set S. For instance, consider these two errors:

(a) You ask me for a Chinese person and I give you any person (a World per​son), 

(b) You ask me for a Cuban person and I give you any person.

Intuitively, the error (a) should be less than the error (b), since China has mo​re inhabitants (is a larger percentage of the World) than Cuba. Thus, the confusion between (World, China) and between (World, Cuba) is regarded in both cases as 1 by the conf definition of §1, but intui​tively, for percentage sets, it should be dif​ferent. Thus, to make difference, the context has to be taken into consideration.
Percentage hierarchy. It is a hierarchy where each member of a partition has a number that indicates its relative proportion in the partition. ( Example: the hie​rar​chy H2 of figure 3.
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Figure 3. A percentage hierarchy. Thus, basemen constitute 1/3 of baseball players.
With this, we are ready to extend the definition of confusion to percentage hierarchies.

For H a percentage hierarchy and r, s ( H, the confusion in using r instead of s, written conf(r, s), is:

· conf (r, r) = conf (r, s) = 0, when s is any ascendant of r.

· conf (r, s) = 1 – relative proportion of s in r. ( 

Example: for the percentage hierarchy H2 of figure 3, conf (fielder, base​ball_player) = 0; conf (baseball_player, fielder) = 2/3; conf (baseball_player, left_fielder) = 8/9; conf (basemen, first_base) = 2/3 [If I use a basemen instead of a first_base, the confusion is 2/3];  conf (baseball_player, basemen) = 2/3; conf (base​​ball_player, first_base) = 8/9.; conf (catcher, shortstop) = 8/9; conf (base​men, catcher) = 8/9.

Unlike [8], where the confusion is a positive integer, for percentage hierarchies, the confusion is a number between 0 and 1. Confusion 1 means “100% error”, as it con​fu​ses e​ve​ry​​thing with anything.
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Figure 4. A percentage hierarchy H1 (shown in figure 1) of geographic places, with the rela​tive proportions shown. For instance, Europe 0.2, Asia 0.3 mean that 20% of the World is Euro​pe, while Asia is 30% (think of number of inhabitants, or surface in square kilo​meters).
Example. For figure 4, we have the confusions shown in table 1.

Table 1. conf(r, s), Confusion in using r instead of s, for the percentage  hierarchy H1 of figu​re 4. r runs down, while s runs to the right. For instance, the confusion in using Europe instead of United Kingdom is 0.75 (marked black).
	
	W
	Eu
	Am
	Asia
	Afri
	Ocea
	UK
	Fra
	N  A
	USA
	Tex
	N Z

	W
	0
	0.8
	0.8
	0.7
	0.8
	0.9
	0.95
	0.97
	0.92
	.984
	.9984
	0.97

	Eur
	0
	0
	0.8
	0.7
	0.8
	0.9
	0.75
	0.85
	0.92
	.984
	.9984
	0.97

	Am
	0
	0.8
	0
	0.7
	0.8
	0.9
	0.95
	0.97
	0.6
	0.84
	.984
	0.97

	Asia
	0
	0.8
	0.8
	0
	0.8
	0.9
	0.95
	0.97
	0.92
	.984
	.9984
	0.97

	Afri
	0
	0.8
	0.8
	0.8
	0
	0.9
	0.95
	0.97
	0.92
	.984
	.9984
	0.97

	Oce
	0
	0.8
	0.8
	0.7
	0.8
	0
	0.95
	0.97
	0.92
	.984
	.9984
	0.97

	UK
	0
	0
	0.8
	0.7
	0.8
	0.9
	0
	0.97
	0.92
	.984
	.9984
	0.97

	Fra
	0
	0
	0.8
	0.7
	0.8
	0.9
	0.95
	0
	0.92
	.984
	.9984
	0.97

	N A
	0
	0.8
	0
	0.7
	0.8
	0.9
	0.95
	0.97
	0
	0.6
	0.96
	0.97

	US
	0
	0.8
	0
	0.7
	0.8
	0.9
	0.95
	0.97
	0
	0
	0.9
	0.97

	Tex
	0
	0.8
	0
	0.7
	0.8
	0.9
	0.95
	0.97
	0
	0
	0
	0.97

	N Z
	0
	0.8
	0.8
	0.7
	0.8
	0
	0.95
	0.97
	0.92
	.984
	.9984
	0


1.2 Equality up to a given confusion (, for percentage hierarchies
Here and in [8] we introduce the notion of similarity, which we call “equality up to a given confusion”. Then, we extend this “approximate fit” for predicates, in order to be able to pose queries that are imperfectly fulfilled.

A value u is equal to value v, within a given confusion (, written u =( v, iff conf(u, v) ( (. ( It means that value u can be used instead of v, within error (. 

Example: If v = USA (Figure 4), then

the set of values equal to v with confusion 0 is {USA Alaska California Texas Other2};

the set of values equal to v with confusion 0.6 is {USA Alaska California Texas Other2  North-America Canada Mexico};

the set of values equal to v with confusion 0.84 is {USA Alaska California Texas Other2  North-America Canada Mexico America Central America Caribbean-Islands South-America};

the set of values equal to Texas with confusion 0.96 is {Texas USA Alaska Cal Other2 North-America Canada Mexico}. All the places that can be used ins​tead of Texas with confu​sion = 0.96.

Notice that =( is neither symmetric nor transitive.

Once confusion has been defined for values in a percentage hierarchy, we can extend these to objects that have attributes (variables) whose domain are percentage hierarchies, and thus define whether two of these objects are identical, o’ is a subs​titute for o, very similar, similar, somewhat similar... in a way analogous to section 3.2 of [8] in this book.

1.3 Predicates that are imperfectly fulfilled
An interesting extension to confusion is to define predicates over objects pos​sessing attributes with domain on percentage hierarchies, and to define some “loose​ness of fit” for these predicates. That is, P (a predicate) shall be satisfied within a given confusion.

P holds for object o with confusion (, written P( holds for o, iff

· If P( is formed by non-hierarchical variables, iff P is true for o.

· For pr a hierarchical variable and P( of the form (pr  c),
 iff for value v of property pr in object o, v =( c. [if the value v can be used instead of c with confusion (]

· If P( is of the form P1 ( P2, iff P1( holds for o or P2( holds for o.

· If P( is of the form P1 ( P2, iff P1( holds for o and P2( holds for o.

· If P( is of the form (P1, iff P1( does not hold for o. ( (Definition taken from §3.3 of [8]).

The definition of P( holds for o permits control of the “looseness” of P or of some parts of P; for instance, the predicate (lives-in Mexico)0 will match people who live in Mexico or in any region of Mexico (refer to Figure 4); (lives-in Mexico)0.8 will match those people just mentioned as well as people who live anywhere in North-America or any subregion; more precisely, any body who lives in {North-America Canada Mexico USA Texas Alaska Cal Other2}. (lives-in Mexico)1 will match a person who lives anywhere in the World.

With this definition, we are ready to have retrieval with controlled error. 

1.4 Queries: retrieving objects that match Pk
Let us use the percentage hierarchy H3 defined in figure 5.

BODY { 
head  0.35  {
ears 0.2  {left-ear 0.5   right-ear 0.5}





eyes 0.4 {left-eye 0.5   right-eye 0.5}





mouth 0.1   nose 0.1





scalp 0.15   Other4 0.05   }


neck 0.05

 

trunk 0.25



legs 0.2



arms 0.15   }
Figure 5. Percentage hierarchy H3, of body parts. Other4 means “other parts of the head that are not ears, eyes, mouth, nose or scalp.” For instance, cheeks, front.
Example. Refer to hierarchies H1 and H3, figures 4 and 5. Table 2 shows some ob​jects with hierarchical variables that have as domain percentage hierarchies.

Table 2. Persons suspected of having committed a murder.

	Juana
	(has-scar-in nose)
	(lives-in Europe)

	Omar
	(has-scar-in head)
	(lives-in Texas)

	Pedro
	(has-scar-in left-leg)
	(lives-in New-Zealand)

	Victor
	(has-scar-in left-eye)
	(lives-in Central-America)


How well the suspects of table 2 match the description of some witnesses?

Witness M: “the perpetrator has a scar and lives in North America.”

Witness N: “the killer shows a scar in a leg and lives in Texas.”

Witness P: “the murderer has a scar in an eye or lives in Africa.”

Predicate M retrieves Juana with confusion 0.92; which can be written as M0.92 (Jua​na). Similarly, M0 (Omar); M0.92 (Pedro); M0.92 (Victor).

As for the testimony of witness N, predicate N retrieves Juana with conf = max (0.8, 0.92); thus, N0.92 (Juana); also, N0.8 (Omar); N0.9984 (Pedro); N0.9984 (Vic​tor).

Finally, for witness P, his predicate retrieves Juana with confusion = min (0.6, 0.8); thus, P0.6 (Juana); also, P0.6 (Omar); P0.8 (Pedro); P0 (Victor). 

Discussion and Conclusions

Hierarchies are useful for describing the relations among qualitative va​lues, such as Madrid, France, cold, very_cold. Through them, it is possible to obtain a mea​sure of the difference or discrepancy (which we call confusion) that dis​tinguishes one element of the hierarchy from another. Clearly, some elements are “closer” to Madrid than others. This, of course, depends on the application, so that we have several flavors or versions of hierarchies at hand, depending on our needs.
Percentage hierarchies are useful for situations where the relative population or size of the sets that form the hierarchy matter.

1.5 Use of hierarchies
In [10], a general overview and mathematical foundations of hierarchies, confu​sion, imprecise queries and other issues are exposed. Hie​rar​chies are useful:

1. To organize large amounts of information for data warehousing and mining [2].

2. To arrange qualitative values in an structure that provides information on how clo​se or how far apart two values are. That is, as an approximation to the manner in which people use gradation of qualitative values to provide less than crisp, but useful, answers [2, 6].
3. As a measure of the confusion between two qualitative values (§2), such as in the answer “the capital of Germany is Frankfurt” versus “the capital of Germany is sausage.”(§1 of [10])
4. To define predicates that are impartially fulfilled, that is, that are true up to a given threshold (§2.1).

5. To measure the closeness of an object to a certain predicate (definition in §2.2); that is, to see how well an object fits (“makes true”) a certain predicate.

6. To know how close two objects (as opposed to two qualitative values of point 2 above) defined by some hierarchical values are. See definitions identical, very similar, somewhat similar objects in  [8, §3.2].
7. To handle partial knowledge. Even if we only know that Juana lives in Europe, we can use this value in precision-controlled sear​ches (table 2).

8. For defining “predicates that hold within a given threshold” (definition in §2.2; also, §3.3 of [8]).

9. As an alternative to fuzzy sets, using P( of §2.2 as the membership function of a set, and where 0 ( ( ( 1. See also §3.2.2 of [10].
10. To produce approximate answers in data mining, in addition to their popular use mentioned in point 1 above.

When the relations (the variables) form a hierarchy. In table 2, Omar (lives-in Texas). What if a witness specifies that the killer knows Texas? Clear​ly, if some​body lives in Texas, he knows Texas: the relation lives_in is a parti​cularization of the relation knows. Thus, the relations (that is, the variables or attri​butes of objects like those of table 2) may also form a hierarchy. This is developed in §3.3 of [10].

Use of percentage hierarchies. Percentage hierarchies (this paper) differ from normal hierar​chies in that the confusion of using r instead of s, conf (r, s) takes into account the rela​​tive proportion of set s in set r. Thus, in sets with many “repeated” elements (such as the inhabitants of France) it is con​venient to use percentage hie​rar​chies. For them, the confusion is a number between 0 and 1, whe​reas for “normal” hierarchies the con​fusion is a number between 0 and the num​ber of levels – 1 in the hierarchy.

Use of ordered hierarchies. A companion paper [8] describes ordered hierarchies, where some nodes are ordered sets. These are good to compare qualitative values such as cold, warm, hot, where there is a precedence relation. Their mathematical treat​ment is much similar to normal hierarchies, except that two brothers in normal hie​rarchies [6] have a confusion of 1, whereas for ordered hierarchies, the con​fusion among brothers is a number between 0 and 1.

Queries using partially fulfilled predicates (§2.2, predicate P() are easy to im​ple​ment in a relational data base, and are being used in different applications, a​mong them a distributed library that uses a taxonomy with properties of hie​rarchy [14].
1.6 Use of ontologies
Ontologies [3, 9, 11] bring additional richness to the structure among quali​ta​ti​ve values. In fact, the nodes of an ontology are called concepts [5]. A companion pa​per  [7] explains how to com​pa​re two ontologies, and for each con​cept in one, finds the most similar concept in the other [12]. Clasitex [4] is another example, whe​re using a very sketchy ontology permits finding the themes that a document talks about.

Ontologies versus hierarchies. Hierarchies are simpler than ontologies, al​though they are very useful. They are easy to understand, and their extensions to sear​​ches, que​ries and imperfect answers are straightforward. Ontologies promise lon​ger mi​lea​ge, although they are more complex to grasp, to define, to implement, and to ap​ply. A recent development [14] uses for document classification and index​ing a rich taxonomy, akin to an ontology, but with confusion properties, like a hie​rarchy.
1.7 Conclusions
The notions of hierarchy and hierarchical variable make it possible to measure the confusion when a value is used instead of another. This makes a natural gene​ra​li​zation for predicates and queries. Three kind of hierarchies exist: 

“Normal” hierarchies [6, 10], defined in §1, where the confusion (r, s), defined by §1, is a number between 0 and levels -1 in the hierarchy. It is the number of le​vels “going down the hierarchy” from r to s.
Percentage hierarchies (this paper), defined in §2, where confusion (r, s), defined in §2, is the relative size of s with respect to r.

Ordered hierarchies [8], defined in §1.1, where the confusion among two bro​thers is a number between 0 and 1 telling us how far apart these two bro​thers are.
The concepts and examples given here have practical applications, since they mi​​mic the manner in which people process qualitative values.
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� (pr  c) in our notation means: variable pr has the value c, like (lives-in Texas).






